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Abstract. Pediatric bone age assessment (BAA) is a common clinical
practice to investigate endocrinology, genetic and growth disorders of
children. The morphological characters of different specific bone parts,
such as wrist and phalanx, have important reference significance in BAA.
Previous deep learning approaches can be divided into two branches, (1)
the single-stage structure ignores the attention on specific bone parts,
thus it can be trained end-to-end but suffers from low accuracy, (2) the
multi-stage structure extracts the bone parts with human prior, thus it
exhibits high accuracy but suffers from model generalization and resource
consumption problem. To enable an end-to-end training method extract-
ing discriminative bone parts automatically without human prior, in this
paper, we propose a novel single-stage Attention-Recognition Convolu-
tional Neural Network (AR-CNN). The AR-CNN consists of one atten-
tion agent for discriminative bone parts proposing and one recognition
agent for feature learning and age assessment. The attention agent can
discover and extract bone parts automatically, meanwhile the recognition
agent can learn the features from the proposing bone parts and assess
the bone age. Furthermore, the assessment result will be fed back to
attention agent for the optimization of bone parts extracting. Therefore,
the two agents can reinforce each other mutually and the overall net-
work can be trained end-to-end without human prior. To the best of our
knowledge, this is the first end-to-end structure to extract bone parts for
BAA without segmentation, detection and human prior. Experimental
results show that our approach achieves state-of-the-art accuracy on the
public RSNA datasets with mean absolute error(MAE) of 4.38 months.
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1 Introduction

Pediatric bone age assessment (BAA) is a common clinical practice to inves-
tigate endocrinology, genetic and growth disorders of children [1,2]. Based on
c© Springer Nature Switzerland AG 2019
D. Shen et al. (Eds.): MICCAI 2019, LNCS 11769, pp. 667–675, 2019.
https://doi.org/10.1007/978-3-030-32226-7_74

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32226-7_74&domain=pdf
https://doi.org/10.1007/978-3-030-32226-7_74


668 C. Liu et al.

the discrepancy between the reading of the bone age and the chronological age,
physicians can make accurate diagnoses of abnormal development in children.
Currently, the left-hand X-ray image is widely used for assessing the bone age,
and the morphological characters of different specific bone parts, such as wrist
and phalanx, have important reference significance in BAA. There are a series
of popular standards of BAA, i.e., the Greulich and Pyle (G&P) standard and
the Tanner-Whitehouse (TW) standard, which extract a different set of specific
bone part as regions of interest (ROIs) for assessment. Taking different stan-
dard as the reference, conventional manual assessment methods mainly rely on
personal experience and opinion of the clinicians, which show some intrinsic lim-
itations with low efficiency, unstable accuracy, and expensive time-consuming.
Recent years, benefitting from a huge amount of data, deep learning methods
have achieved impressive success [3–5] and a series of deep learning approaches
have been proposed for BAA.

Related Work: The deep learning methods for bone age assessment can be
divided into two categories: The first single-stage structure adopts an end-to-end
learning method [6–8], where the entire image is taken as input to a convolu-
tional neural network (CNN) and predicts the bone age directly. Larson et al.
[8] take ResNet50 as the backbone to output a probability score for each month.
Spampinato et al. [7] design a customized six-layer network with one deforma-
tion layer for age regression. Their models can be trained end-to-end, but ignore
the attention on the specific bone parts as regions of interest. Consequently,
the precision is limited. Moreover, it is confusing to visualize and interpret the
results to clinicians [9].

The second category uses a multi-stage structure with image preprocessing
and human prior knowledge [9–12], segmenting the hands out from original radio-
graphy, detecting and extracting the bone parts with human prior knowledge,
then generating the prediction result. Iglovikov et al. [11] segment the hands out
from radiography by U-Net and then crop out the carpal bones, metacarpals
and proximal phalanges for ensemble regression. Wang et al. [10] detect the dis-
tal radius and ulna areas from the hand by Faster-RCNN to estimate the bone
age. The multi-stage structure with human prior brings improvement in accu-
racy, as well as a series of limitations [7]: (1) the visual features identified by
domain experts may not suitable for automated methods, and the strict human
prior limits the generalization of deep learning. (2) it requires extra labels and
algorithms in detection and segmentation, which brings additional costs. (3) it
cannot be trained end-to-end and has high complexity and time expenditure.

Contribution: To combine the advantages of single-stage structure and multi-
stage structure, specifically, to enable an end-to-end training method extracting
discriminative bone parts automatically without human prior, in this paper, we
propose a novel single-stage Attention-Recognition Convolutional Neural Net-
work (AR-CNN) for bone age assessment. As shown in Fig. 1, the AR-CNN
consists of one attention agent for discriminative bone parts proposing and one
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Fig. 1. The framework of AR-CNN.

recognition agent for feature learning and age assessment. The attention agent
can discover and extract the discriminative bone parts automatically without
human prior knowledge. Meanwhile the recognition agent can learn the features
from the proposing ROIs and assess the bone age. Furthermore, the assessment
result in recognition agent will be fed back to attention agent for the optimiza-
tion of bone parts extracting. To the best of our knowledge, this is the first
end-to-end structure to discover and extract bone parts for bone age assessment
without any segmentation, detection and human prior.

2 Method

Overall Framework: Figure 1 illustrates the overall AR-CNN framework for
bone age assessment. The attention agent takes the entire hand image as input
and produces the proposal of discriminative bone parts as ROIs. These regions
are cropped from the input radiography and fed into the recognition agent.
The recognition agent learns the features from these bone parts as well as the
input image, and produces the corresponding assessment results. Meanwhile, the
assessment results are fed back to attention agent for optimization. To the end,
it assembles all the assessment results and makes a final prediction.

Attention Agent: It has been proven by weakly-supervised object detection
[13], that the higher-layer activation maps of a CNN for classification, can indi-
cate the location of the discriminative parts. Therefore, the detection of an object
can be realized even without bounding box annotations. Inspired by this idea,
the attention agent of AR-CNN employs a Region Proposal Network (RPN) [14]
to detect the discriminative bone parts without human prior.

Specifically, the RPN takes the radiography as input and produces a list
of rectangle regions {R′

1, R
′
2, ...R

′
A}, each with an objectness score SR′

i
of the

region. Here we resize the input radiography X with the size of 448, and choose
anchors with scales of{48, 96, 192} and ratios of {1:1, 3:2, 2:3}.
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To reduce redundancy, we adopt non-maximum suppression (NMS) on the
proposal regions based on their objectness scores. After NMS, the attention
agent chooses top-M discriminative part regions {R1, R2, ...RM} according to
SRi

, then the regions are cropped from the input radiography and resized to
predefined size. The attention agent feeds the resized regions into the recognition
agent for feature learning and age assessment.

Recognition Agent: After being resized to the predefined size, the top-M
regions are fed into feature extractor to generate feature vectors, each with
length L. Then the feature vectors are fed into a fully-connected layer, which
has L neurons to generate the age assessment {ARi

}, here ARi
denotes the age

assessment according to region Ri. The input radiography X is also fed into the
recognition agent and we generate its prediction as AX . To further leverage the
benefit of part feature ensemble, we concatenate the feature vectors of the input
radiography and the top-K (K ≤ M) regions. The concatenated feature vector,
denoted as C, is fed into a fully-connected layer, which has L(K + 1) neurons,
to generate the assessment AC . Then we average AC , AX , {AR1 , AR2 , ..., ARK

}
and get the assembling age assessment Aasb as Eq. 1.

Aasb =
1

K + 2
{AC + AX +

K∑

i=1

ARi
} (1)

Feedback: In AR-CNN, a feedback flow is established from recognition
agent to attention agent. The absolute deviation of the extracted regions
{DR1 ,DR2 , ...DRM

} between assessment and ground-truth Agt will be fed back
to the attention agent for optimization.

An accurate attention agent means that, if a region Ri is predicted with high
objectness score SRi

in the attention agent, it will get low absolute deviation
DRi

to ground-truth age Agt in the recognition agent, as in Eq. 2.

DRi
< DRj

if SRi
> SRj

(2)

Accordingly, an optimization strategy for attention agent can be set up, and
the discriminative bone parts can be extracted without human prior.

Loss Function and Optimization: The strategy of optimizing attention agent
is to make {SR1 , SR2 , ..., SRM

} and {−DR1 ,−DR2 , ...,−DRM
} have the same

order. Hence the attention agent loss function Latt is defined as a pairwise rank-
ing loss in Eq. 3. The function φ is hinge loss function φ(x) = max{1 − x, 0} in
our experiment.

Latt =
M−1∑

s=i

M∑

j=s+1,DRi
>DRj

φ
(
SRi

− SRj

)
(3)
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Since the recognition agent can be viewed as an assemblage of multiple regres-
sor. Its loss function Lcls can be defined as the sum of the total regression loss
in Eq. 4. R denotes the regression loss, and we employ L1 loss as regression loss
in our approach.

Lcls = R(C) + R(X) +
M∑

i=1

R(Ri) (4)

The total loss of our MAR-CNN is defined as below:

Ltotal = Lcls + Latt =
M−1∑

s=i

M∑

j=s+1,DRi
>DRj

φ
(
SRi

− SRj

)
+ Dc + DX +

M∑

i=1

DRi

(5)

3 Experiments and Results

Data: We run experiments on the RSNA Pediatric Bone Age Challenge
dataset1, which consists of 12611 images for training, 1425 images for validation
and 200 images for testing. And the ground-truth age ranges from 0 to 18 years.
The Mean Absolute Error(MAE) between predicted age and ground-truth age
on test set is the final evaluation standard for models performance.

Experiment Setup: We use Pytorch to implement AR-CNN and the algo-
rithm are trained separately for male and female. The input hand radiography
and extracted bone parts are resized to 448× 448 and 224× 224 respectively.
ResNet50 is chosen as the backbone. We fix M = 6 in attention agent and the
comparative experiments are carried out where K ranges from 1 to 4. Our AR-
CNN is trained on a Ubuntu workstation with eight NVIDIA GeForce 1080Ti
GPU, and the code and pre-trained model will be released for public research2.

Result: We first make ablation study on hyper-parameter K, which means the
recognition agent takes K bone parts for age assessment. Table 1 compares the
MAE of male with different K. As we can see, with the increasing of K, the
MAE reduces at the beginning. We obtain the best accuracy of 4.32 months
when K = 3, then the MAE gets increased. This phenomenon indicates that,
we do not need undue bone parts for assessment, which will bring misleading by
introducing the less discriminative bone parts. Hence, extracting three specific
bone parts is enough in AR-CNN.

With K = 3, the recognition agent takes the input radiography X, three bone
parts R1, R2, R3 and their contacted feature C for assembling age assessment.
As we can see in Table 2, the MAE according to X are 5.76 and 6.20 months for
males and females, respectively. The contacted feature C can reduce the MAEs

1 http://rsnachallenges.cloudapp.net/competitions/4.
2 https://github.com/liuboss1992/AR-CNN.

http://rsnachallenges.cloudapp.net/competitions/4
https://github.com/liuboss1992/AR-CNN


672 C. Liu et al.

Table 1. Ablation study on hyper-parameter K.

Hyper-parameter K 1 2 3 4

MAE (months) 5.87 5.45 4.32 7.43

Table 2. Ablation study on assembling age assessment.

Unit X C R1 R2 R3 Assembling

MAE (male) 5.76 4.99 5.55 5.59 6.03 4.32

MAE (female) 6.20 5.46 6.58 6.31 7.04 4.44

to 4.99 and 5.46 months. Furthermore, when we take the bone parts Ri into
assembling, the MAEs can be reduced to 4.32 and 4.44 months. This indicates
the important reference significance of specific bone parts in BAA.

Table 3 compares AR-CNN with other state-of-art methods. Typically, the
multi-stage method [9,11] can achieve better accuracy than the single-stage ones
[7,8], since it employs human prior to focus on specific bone parts. Iglovikov
et al. [11] segment the hands out from radiography by U-Net and then crop
out the carpal bones, metacarpals and proximal phalanges for assessment. Thus,
they achieve impressive accuracy. Human prior brings improvement in accuracy,
however, it can limit the generalization. AR-CNN can extract the discrimina-
tive bone parts without human prior knowledge, and is free of segmentation or
detection. Experimental results show that AR-CNN achieves the best accuracy
with MAE of 4.38 months over all the methods. This indicates that, the human
prior is not a one-size-fits-all reference for deep learning in BAA task.

Table 3. Comparison results with the state-of-art methods. RSNA. represents the
experiment which is performed on RSNA dataset.

Method Human [8] Spampinato [7] Larson [8] Iglovikov [11] Ren [9] Our AR-CNN

Stage Single-stage Single-stage Multi-stage Multi-stage Single-stage

RSNA. � � � � �
MAE 7.32 9.12 6.24 4.97 5.20 4.38

Analysis and Visualization: Figure 2 shows the assessment result and devi-
ation on test set. From Fig. 2(a) we can see, our assessment result keeps strong
consistency with the actual age. Meanwhile, from Fig. 2(b) we can see, the abso-
lute deviation of our model is controlled within 20 months.

Moreover, visualization experiments are carried out to observe the extrac-
tion result of discriminative bone parts. We highlight the extracted bone parts
in attention agent with colored bounding box on the input images. As shown
in Fig. 3, our attention agent mostly extracts the carpal bones and proximal
phalanges as the discriminative parts, which keeps consistent with human prior
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Fig. 2. Statistical results of our AR-CNN in bone age assessment. (a) shows the rela-
tionship between actual age and predicted age. (b) shows the relationship between
actual age and deviation. [Best viewed in color] (Color figure online)

Fig. 3. Visualization experiments for bone parts extraction. The first row shows the
results of female, and the second row shows the results of male. [Best viewed in color]
(Color figure online)

knowledge. This indicates that AR-CNN can learn and establish correct knowl-
edge without human prior. Meanwhile, AR-CNN embodies discrepant attention
within gender, which differs from human prior. The carpal and the proximal pha-
langes are extracted for female, by contrast, the proximal phalanges of the index
finger, middle finger and ring finger are usually separately extracted for male.
This suggests that some of the human prior currently employed by clinicians
might not be consummate. AR-CNN can slip the leash of human knowledge,
and it could be a suggestion for a new clinical standard. In addition, AR-CNN
presents stable performance with different rotation, scaling ratio and contrast
ratio. This illustrates the strong reliability and expansibility of our approach.
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4 Conclusion

This work presents AR-CNN, a novel single-stage approach for bone age assess-
ment. It can discover and extract the discriminative bone parts without human
prior knowledge, and can be trained end-to-end without segmentation and detec-
tion. The human prior is widely employed in BAA for bone parts extracting,
however, the state-of-art performance of AR-CNN indicates the limitation of
human prior. Moreover, this work can be an enlightening reference for other
deep learning researches with human prior.
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